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#### Abstract

A unified treatment of matrix methods useful for field problems is given. The basic mathematical concept is the method of moments, by which the functional equations of field theory are reduced to matrix equations. Several examples of engineering interest are incladed to illustrate the procedure. The problem of radiation and scattering by wire objects of arbitrary shape is treated in detail, and illsstrative computations are given for linear wires. The wire object is represented by an adnaittance matrix, and excitation of the object by a voltage matrix. The carreat on the wire object is given by the product of the admittance matrix with the voltage matrix. Computation of a fiedd quantity corresponds to multiplication of the current matrix by a measurement matrix. These concepts can be generalized to apply to objects of arbitrary geometry and arbitrary material.


## I. Introduction

THE USE of high-speed digital computers not only allows one to make more computations than ever before, it makes practicable methods too repetitious for hand computation. In the past much effort was expended to analytically manipulate solutions into a form which minimized the computational effort. It is now often more convenient to use computer time to reduce the analytical effort. Almost any linear problem of analysis can be solved to some degree of approximation, depending upon the ingenuity and effort expended. In other words, the methods are known, but much work remains to be done on the details.

It is the purpose of this paper to give a brief discussion of a general procedure for solving linear field problems, and to apply it to some examples of engineering interest. The procedure is called a matrix method because it reduces the original functional equation to a matrix equation. The name method of moments has been given to the mathematical procedure for obtaining the matrix equations. Sometimes the procedure is called an approximation technique, but this is a misnomer when the solution converges in the limit. It is only the computational time for a given accuracy which differs from other solutions, as, for example, an infinite power series. Of course, the method can also be used for truly approximate solutions, that is, ones which do not converge in the limit.

The mathematical concepts are conveniently discussed in the language of linear spaces and operators. However, an attempt has been made to minimize the use of this language, so that readers unfamiliar with it may better follow the discussion. Those concepts which are used are defined as

[^0]they are introduced. Detailed expositions of linear spaces and operators may be found in many textbooks [1]-[3].

In this paper, only equations of the inhomogeneous type

$$
\begin{equation*}
L(f)=g \tag{1}
\end{equation*}
$$

will be considered. Here $L$ is a linear operator, $g$ is the excitation or source (known function), and $f$ is the field or response (unknown to be determined). The problem is said to be deterministic if the solution is unique, that is, if only one $f$ is associated with each $g$. The problem of analysis involves determining $f$ when $L$ and $g$ are given. The problem of synthesis involves determining $L$ when $f$ and $g$ are specified. This paper deals only with analysis.

The method of moments gives a general procedure for treating field problems, but the details of solution vary widely with the particular problem. The examples of this paper have been chosen not only because they illustrate these details, but also because they are problems of engineering interest. It is hoped that these examples will allow the reader to solve similar problems, and also will suggest extensions and modifications suitable for other types of problems. While the examples are all taken from electromagnetic theory, the procedures apply to field problems of all kinds.

## II. Formulation of Problems

Given a deterministic problem of the form (1), it is desired to identify the operator $L$, its domain (the functions $f$ on which it operates), and its range (the functions $g$ resulting from the operation). Furthermore, one usually needs an inner product $\langle f, g\rangle$, which is a scalar defined to satisfy ${ }^{1}$

$$
\begin{array}{rlrl}
\langle f, g\rangle & =\langle g, f\rangle \\
\langle\alpha f+\beta g, h\rangle & =\alpha\langle f, h\rangle+\beta\langle g, h\rangle \\
\left\langle f^{*}, f\right\rangle & >0, & \text { if } f \neq 0  \tag{4}\\
& =0, & \text { if } f=0
\end{array}
$$

where $\alpha$ and $\beta$ are scalars, and * denotes complex conjugate. The norm of a function is denoted $\|f\|$ and defined by

$$
\begin{equation*}
\|f\|=\sqrt{\left\langle f, f^{*}\right\rangle} \tag{5}
\end{equation*}
$$

It corresponds to the Euclidean vector concept of length. The metric $d$ of two functions is

$$
\begin{equation*}
d(f, g)=\|f-g\| \tag{6}
\end{equation*}
$$

[^1]and corresponds to the Euclidean vector concept of distance between two points. It is important for discussing the convergence of solutions.

Properties of the solution of (1) depend on properties of the operator $L$. The adjoint operator $L^{a}$ and its domain are defined by

$$
\begin{equation*}
\langle L f, g\rangle=\left\langle f, L^{a} g\right\rangle \tag{7}
\end{equation*}
$$

for all $f$ in the domain of $L$. An operator is self adjoint if $L^{a}=L$ and the domain of $L^{a}$ is that of $L$. An operator is real if $L f$ is real whenever $f$ is real. An operator is positive definite if

$$
\begin{equation*}
\left\langle f^{*}, L f\right\rangle>0 \tag{8}
\end{equation*}
$$

for all $f \neq 0$ in its domain. It is positive semidefinite if $>$ is replaced by $\geq$ in (8), negative definite if $>$ is replaced by $<$ in (8), etc. Other properties of operators will be identified as they are needed.

If the solution to $L(f)=g$ exists and is unique for all $g$, then the inverse operator $L^{-1}$ exists such that

$$
\begin{equation*}
f=L^{-1}(g) . \tag{9}
\end{equation*}
$$

If $g$ is known, then $(9)$ represents the solution to the original problem. However, (9) is itself an inhomogeneous equation for $g$ if $f$ is known, and its solution is $L(f)=g$. Hence, $L$ and $L^{-1}$ form a pair of operators, each of which is the inverse of the other.

Facility in formulating problems using the concepts of linear spaces comes only with practice, which will be provided by the examples in later sections. For the present, a simple abstract example will be considered, so that mathematical concepts may be illustrated without bringing physical concepts into the picture.

Example: Given $g(x)$, find $f(x)$ in the interval $0 \leq x \leq 1$ satisfying

$$
\begin{equation*}
-\frac{d^{2} f}{d x^{2}}=g(x) \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
f(0)=f(1)=0 . \tag{11}
\end{equation*}
$$

This is a boundary value problem for which

$$
\begin{equation*}
L=-\frac{d^{2}}{d x^{2}} . \tag{12}
\end{equation*}
$$

The range of $L$ is the space of all functions $g$ in the interval $0 \leq x \leq 1$ which are being considered. The domain of $L$ is the space of those functions $f$ in the interval $0 \leq x \leq 1$, satisfying the boundary conditions (11), and having second derivatives in the range of $L$. The solution to (10) is not unique unless appropriate boundary conditions are included. In other words, both the differential operator and its domain are required to define the operator.

A suitable inner product for this problem is

$$
\begin{equation*}
\langle f, g\rangle=\int_{0}^{1} f(x) g(x) d x \tag{13}
\end{equation*}
$$

It is easily shown that (13) satisfies the postulates (2) to (4), as required. Note that the definition (13) is not unique. For example,

$$
\begin{equation*}
\int_{0}^{1} w(x) f(x) g(x) d x \tag{14}
\end{equation*}
$$

where $w(x)>0$ is an arbitrary weighting function, is also an acceptable inner product. However, the adjoint operator depends on the inner product, and it can often be chosen to make the operator self adjoint.

To find the adjoint of a differential operator, form the left-hand side of (7), and integrate by parts to obtain the right-hand side. For the present problem

$$
\begin{align*}
\langle L f, g\rangle & =\int_{0}^{1}\left(-\frac{d^{2} f}{d x^{2}}\right) g d x \\
& =\int_{0}^{1} \frac{d f}{d x} \frac{d g}{d x} d x-\left[\frac{d f}{d x} g\right]_{0}^{1} \\
& =\int_{0}^{1} f\left(-\frac{d^{2} g}{d x^{2}}\right) d x+\left[f \frac{d g}{d x}-g \frac{d f}{d x}\right]_{0}^{1} . \tag{15}
\end{align*}
$$

The last terms are boundary terms, and the domain of $L^{a}$ may be chosen so that these vanish. The first boundary terms vanish by (11), and the second vanish if

$$
\begin{equation*}
g(0)=g(1)=0 . \tag{16}
\end{equation*}
$$

It is then evident that the adjoint operator to (12) for the inner product (13) is

$$
\begin{equation*}
L^{a}=L=-\frac{d^{2}}{d x^{2}} . \tag{17}
\end{equation*}
$$

Since $L^{L}=L$ and the domain of $L^{a}$ is the same as that of $L$, the operator is self adjoint.

It is also evident that $L$ is a real operator, since $L f$ is real when $f$ is real. That $L$ is a positive definite operator is shown from (8) as follows:

$$
\begin{align*}
\left\langle f^{*}, L f\right\rangle & =\int_{0}^{1} f^{*}\left(-\frac{d^{2} f}{d x^{2}}\right) d x \\
& =\int_{0}^{1} \frac{d f^{*}}{d x} \frac{d f}{d x} d x-\left[f^{*} \frac{d f}{d x}\right]_{0}^{1} \\
& =\int_{0}^{1}\left|\frac{d f}{d x}\right|^{2} d x \tag{18}
\end{align*}
$$

Note that $L$ is a positive definite operator even if $f$ is complex.

The inverse operator to $L$ can be obtained by standard Green's function techniques. ${ }^{2}$ It is

$$
\begin{equation*}
L^{-1}(g)=\int_{0}^{1} G\left(x, x^{\prime}\right) g\left(x^{\prime}\right) d x^{\prime} \tag{19}
\end{equation*}
$$

where $G$ is the Green's function

$$
G\left(x, x^{\prime}\right)= \begin{cases}x\left(1-x^{\prime}\right), & x<x^{\prime}  \tag{20}\\ (1-x) x^{\prime}, & x>x^{\prime}\end{cases}
$$

[^2]One can verify that (19) is the inverse operator by forming $f=L^{-1}(g)$, differentiating twice, and obtaining (10). Note that no boundary conditions are needed on the domain of $L^{-1}$, which is characteristic of most integral operators. That $L^{-1}$ is self adjoint follows from the proof that $L$ is self adjoint, since

$$
\begin{equation*}
\left\langle L f_{1}, f_{2}\right\rangle=\left\langle g_{1}, L^{-1} g_{2}\right\rangle \tag{21}
\end{equation*}
$$

Of course, the self-adjointness of $L^{-1}$ can also be proved directly. It similarly follows that $L^{-1}$ is positive definite whenever $L$ is positive definite, and vice versa.

## III. Method of Moments

A general procedure for solving linear equations is the method of moments [4]. Consider the deterministic equation

$$
\begin{equation*}
L(f)=g \tag{22}
\end{equation*}
$$

where $L$ is a linear operator, $g$ is known, and $f$ is to be determined. Let $f$ be expanded in a series of functions $f_{1}, f_{2}, f_{3}, \cdots$ in the domain of $L$, as

$$
\begin{equation*}
f=\sum_{n} \alpha_{n} f_{n} \tag{23}
\end{equation*}
$$

where the $\alpha_{n}$ are constants. The $f_{n}$ are called expansion functions or basis functions. For exact solutions, (23) is usually an infinite summation and the $f_{n}$ form a complete set of basis functions. For approximate solutions, (23) is usually a finite summation. Substituting (23) into (22), and using the linearity of $L$, one has

$$
\begin{equation*}
\sum_{n} \alpha_{n} L\left(f_{n}\right)=g . \tag{24}
\end{equation*}
$$

It is assumed that a suitable inner product $\langle f, g\rangle$ has been determined for the problem. Now define a set of weighting functions, or testing functions, $w_{1}, w_{2}, w_{3}, \cdots$ in the range of $L$, and take the inner product of (24) with each $w_{m}$. The result is

$$
\begin{equation*}
\sum_{n} \alpha_{n}\left\langle w_{m}, L f_{n}\right\rangle=\left\langle w_{m}, g\right\rangle \tag{25}
\end{equation*}
$$

$m=1,2,3, \cdots$. This set of equations can be written in matrix form as

$$
\begin{equation*}
\left[l_{m n}\right]\left[\alpha_{n}\right]=\left[g_{m}\right] \tag{26}
\end{equation*}
$$

where

$$
\begin{align*}
& {\left[l_{m n}\right]=\left[\begin{array}{ccc}
\left\langle w_{1}, L f_{1}\right\rangle & \left\langle w_{1}, L f_{2}\right\rangle & \cdots \\
\left\langle w_{2}, L f_{1}\right\rangle & \left\langle w_{2}, L f_{2}\right\rangle & \cdots \\
\cdots & \cdots & \cdots
\end{array}\right]}  \tag{27}\\
& {\left[\alpha_{n}\right]=\left[\begin{array}{c}
\alpha_{1} \\
\alpha_{2} \\
\vdots
\end{array}\right] \quad\left[g_{m}\right]=\left[\begin{array}{c}
\left\langle w_{1}, g\right\rangle \\
\left\langle w_{2}, g\right\rangle \\
\vdots
\end{array}\right] .} \tag{28}
\end{align*}
$$

If the matrix $[l]$ is nonsingular its inverse $\left[l^{-1}\right]$ exists. The $\alpha_{n}$ are then given by

$$
\begin{equation*}
\left[\alpha_{n}\right]=\left[l_{n m}^{-1}\right]\left[g_{m}\right] \tag{29}
\end{equation*}
$$

and the solution for $f$ is given by (23). For concise expression of this result, define the matrix of functions

$$
[\tilde{f}]=\left[\begin{array}{llll}
f_{1} & f_{2} & f_{3} & \cdots \tag{30}
\end{array}\right]
$$

and write

$$
\begin{equation*}
f=\left[\tilde{f}_{n}\right]\left[\alpha_{n}\right]=\left[\tilde{f}_{n}\right]\left[l_{n m}^{-1}\right]\left[g_{m}\right] . \tag{31}
\end{equation*}
$$

This solution may be exact or approximate, depending upon the choice of the $f_{n}$ and $w_{n}$. The particular choice $w_{n}=f_{n}$ is known as Galerkin's method [5], [6].
If the matrix $[l]$ is of infinite order, it can be inverted only in special cases, for example, if it is diagonal. The classical eigenfunction method leads to a diagonal matrix, and can be thought of as a special case of the method of moments. If the sets $f_{n}$ and $w_{n}$ are finite, the matrix is of finite order, and can be inverted by known computational algorithms.
One of the main tasks in any particular problem is the choice of the $f_{n}$ and $w_{n}$. The $f_{n}$ should be linearly independent and chosen so that some superposition (23) can approximate $f$ reasonably well. The $w_{n}$ should also be linearly independent and chosen so that the products $\left\langle w_{n}, g\right\rangle$ depend on relatively independent properties of $g$. Some additional factors which affect the choice of $f_{n}$ and $w_{n}$ are a) the accuracy of solution desired, b) the ease of evaluation of the matrix elements, $c$ ) the size of the matrix that can be inverted, and d) the realization of a well-conditioned matrix [ $l$ ].

Example: Consider again the problem stated by (10) and (11). For a power-series solution, choose

$$
\begin{equation*}
f_{n}=x^{n+1}-x \tag{32}
\end{equation*}
$$

$n=1,2 ; 3, \cdots, N$, so that the series (23) is

$$
\begin{equation*}
f=\sum_{n=1}^{N} \alpha_{n}\left(x^{n+1}-x\right) . \tag{33}
\end{equation*}
$$

Note that the term $-x$ is needed in (34), else the $f_{n}$ will not be in the domain of $L$, that is, the boundary conditions will not be satisfied. For testing functions, choose

$$
\begin{equation*}
w_{n}=f_{n}=x^{n+1}-x \tag{34}
\end{equation*}
$$

in which case the method is that of Galerkin. In Section $V$ it is shown that the $w_{n}$ should be in the domain of the adjoint operator. Since $L$ is self adjoint for this problem, the $w_{n}$ should be in the domain of $L$, as are those of (34). Evaluation of the matrix (27) for the inner product (13) and $L$ given by (12) is straightforward. The resultant elements are

$$
\begin{equation*}
l_{m n}=\left\langle w_{m}, L f_{n}\right\rangle=\frac{m n}{m+n+1} . \tag{35}
\end{equation*}
$$

A knowledge of the matrix elements (35) is fully equivalent to the original differential equation. Hence, a matrix formulation for the problem has been obtained. For any particular excitation $g$, the matrix excitation $\left[g_{m}\right]$ has elements given by

$$
\begin{equation*}
g_{m}=\left\langle w_{m}, g\right\rangle=\int_{0}^{1}\left(x^{m+1}-x\right) g(x) d x \tag{36}
\end{equation*}
$$

and a solution to the boundary value problem is given by (31). This solution is a power series, exact if $f$ can be expressed as a power series. In general, it is an infinite powerseries solution, in which case a finite number of terms gives an approximate solution. The nature of the approximation is discussed in Section V.

## IV. Special Techniques

As long as the operator equation is simple, application of the method of moments gives solutions in a straightforward manner. However, most field problems of engineering interest are not so simple. The physical problem may be represented by many different operator equations, and a suitable one must be chosen. Even then the form of $L$ may be very complicated. There are an infinite number of sets of expansion functions $f_{n}$ and testing functions $w_{n}$ that may be chosen. Finally, there are mathematical approximations that can be made in the evaluation of the matrix elements of $l_{m n}$ and $g_{m}$. In this section a number of special techniques, helpful for overcoming some of these difficulties, will be discussed in general terms. Some of these concepts will be used in the electromagnetic field problems considered later.

Point-Matching: The integration involved in evaluating the $l_{m n}=\left\langle w_{m}, L f_{n}\right\rangle$ of (27) is often difficult to perform in problems of practical interest. A simple way to obtain approximate solutions is to require that (24) be satisfied at discrete points in the region of interest. This procedure is called a point-matching method. In terms of the method of moments, it is equivalent to using Dirac delta functions as testing functions.

Subsectional Bases: Another approximation useful for practical problems is the method of subsections. This involves the use of basis functions $f_{n}$ each of which exists only over subsections of the domain of $f$. Then each $\alpha_{n}$ of the expansion (23) affects the approximation of $f$ only over a subsection of the region of interest. This procedure often simplifies the evaluation and/or the form of the matrix [l]. Sometimes it is convenient to use the point-matching method of the preceding section in conjunction with the subsection method.

Extended Operators: As noted earlier, an operator is defined by an operation (for example, $L=-d^{2} / d x^{2}$ ) plus a domain (space of functions to which the operation may be applied). We can extend the domain of an operator by redefining the operation to apply to new functions (not in the original domain) so long as this extended operation does not change the original operation in its domain. If the original operator is self adjoint, it is desirable to make the extended operator also self adjoint. By this procedure we can use a wider class of functions for solution by the method of moments. This becomes particularly important in multivariable problems (fields in multidimensional space) where it is not always easy to find simple functions in the domain of the original operator.

Approximate Operators: In complex problems it is sometimes convenient to approximate the operator to obtain solutions. For differential operators, the finite difference approximation has been widely used [7]. For integral opera-
tors, an approximate operator can be obtained by approximating the kernel of the integral operator [5]. Any method whereby a functional equation is reduced to a matrix equation can be interpreted in terms of the method of moments. Hence, for any matrix solution using approximation of the operator there will be a corresponding moment solution using approximation of the function.
Perturbation Solutions: Sometimes the problem under consideration is only slightly different (perturbed) from a problem which can be solved exactly (the unperturbed problem). A first-order solution to the perturbed problem can then be obtained by using the solution to the unperturbed problem as a basis for the method of moments. This procedure is called a perturbation method. Higher-order perturbation solutions can be obtained by using the unperturbed solution plus correction terms in the method of moments. Sometimes this is done as successive approximations by including one correction term at a time, but for machine computations it is usually easier to include all correction terms at once.

## V. Variational Interpretation

It is known that Galerkin's method $\left(w_{n}=f_{n}\right)$ is equivalent to the Rayleigh-Ritz variational method [5], [6]. The method of moments is also equivalent to the variational method, the proof being essentially the same as that for Galerkin's method. The application of these techniques to electromagnetic field problems is known as the reaction concept [8], [9].
An interpretation of the method of moments in terms of linear spaces will first be given. Let $S(L f)$ denote the range of $L, \delta\left(L f_{n}\right)$ denote the space spanned by the $L f_{n}$, and $\delta\left(w_{n}\right)$ denote the space spanned by the $w_{n}$. The method of moments (25) then equates the projection of $L f$ onto $\delta\left(w_{n}\right)$ to the projection of the approximate $L f$ onto $s\left(w_{n}\right)$. In other words, both the approximate $L f$ and the exact $L f$ have equal components in $\mathcal{S}\left(w_{n}\right)$. The difference between the approximate $L f$ and the exact $L f$ is the error, which is orthogonal to $\delta\left(w_{n}\right)$. Because of this orthogonality, a first-order change in the projection produces only a second-order change in the error. In Galerkin's method, $s\left(n_{n}^{\prime}\right)=s\left(f_{n}\right)$, and the distance from the approximate $L f$ to the exact $L f$ is minimized. In general, the method of moments does not minimize the distance from the approximate $f$ to the exact $f$, although it may in some special cases.
The variational approach to the same problem is as follows. Given an operator equation $L f=g$, it is desired to determine a functional of $f$ (number depending on $f$ )

$$
\begin{equation*}
\rho(f)=\cdot\langle f, h\rangle \tag{37}
\end{equation*}
$$

where $h$ is a given function. If $h$ is a continuous function, then $\rho(f)$ is a continuous linear functional. Now let $L^{a}$ be the adjoint operator to $L$ and define an adjoint function $f^{a}$ (adjoint field) by

$$
\begin{equation*}
L^{a} f^{a}=h \tag{38}
\end{equation*}
$$

By the calculus of variations, it can then be shown that [6]

$$
\begin{equation*}
\rho=\frac{\langle f, h\rangle\left\langle f^{a}, g\right\rangle}{\left\langle L f, f^{a}\right\rangle} \tag{39}
\end{equation*}
$$

is a variational formula for $\rho$ with stationary point (37) when $f$ is the solution of $L f=g$ and $f^{a}$ the solution to (38). For an approximate evaluation of $\rho$, let

$$
\begin{equation*}
f=\sum_{n} \alpha_{n} f_{n} \quad f^{a}=\sum_{m} \beta_{m} w_{m} \tag{40}
\end{equation*}
$$

Substitute these into (39), and apply the Rayleigh-Ritz conditions $\partial \rho / \partial \alpha_{i}=\partial \rho / \partial \beta_{i}=0$ for all $i$. The result is that the necessary and sufficient conditions for $\rho$ to be a stationary point are (25), [6]. Hence, the method of moments is identical to the Rayleigh-Ritz variational method. Sometimes the method of moments is called a direct method, in contrast to variational approaches which are often rather circuitous.

The above variational interpretation can be used to give additional insight in how to choose the testing functions. It is evident from (38) and (40) that the $w_{n}$ should be chosen so that some linear combination of them can closely represent the adjoint field $f^{n}$. When we calculate $f$ itself by the method of moments, $h$ of (37) is a Dirac delta function, $\rho$ of (37) is no longer a continuous linear functional, and $f^{a}$ of (38) is a Green's function. This implies that some combination of the $w_{n}$ must be able to approximate the Green's function. Since a Green's function is usually poorly behaved, one should expect computation of a field by the method of moments to converge less slowly than computation of a continuous linear functional. This is found to be the case.

## VI. Electrostatics

This section is a general discussion of electrostatic problems according to the operational formulation. The static electric intensity $E$ is conveniently found from an electrostatic potential $\phi$ according to

$$
\begin{equation*}
E=-\nabla \phi \tag{41}
\end{equation*}
$$

where $\nabla$ is the gradient operator. In a region of constant permittivity $\varepsilon$ and volume change density $\rho$, the electrostatic potential satisfies the Poisson equation

$$
\begin{equation*}
-\varepsilon \nabla^{2} \phi=\rho \tag{42}
\end{equation*}
$$

where $\nabla^{2}$ is the Laplacian operator. For unique solutions, boundary conditions on $\phi$ are needed. In other words, the domain of the operator must be specified.

For now, consider fields from charges in unbounded space, in which case

$$
\begin{equation*}
r \phi \rightarrow \text { constant as } r \rightarrow \infty \tag{43}
\end{equation*}
$$

for every $\rho$ of finite extent, where $r$ is the distance from the coordinate origin. The differential operator formulation is therefore

$$
\begin{equation*}
L \phi=\rho \tag{44}
\end{equation*}
$$

where

$$
\begin{equation*}
L=-\varepsilon \nabla^{2} \tag{45}
\end{equation*}
$$

and the domain of $L$ is those functions $\phi$ whose Laplacian exists and which have $r \phi$ bounded at infinity according to (43). The well-known solution to this problem is

$$
\begin{equation*}
\phi(x, y, z)=\iiint \frac{\rho\left(x^{\prime}, y^{\prime}, z^{\prime}\right)}{4 \pi \varepsilon R} d x^{\prime} d y^{\prime} d z^{\prime} \tag{46}
\end{equation*}
$$

where $R=\sqrt{\left(x-x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2}+\left(z-z^{\prime}\right)^{2}}$ is the distance from a source point $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ to a field point $(x, y, z)$. Hence, the inverse operator to $L$ is

$$
\begin{equation*}
L^{-1}=\iiint d x^{\prime} d y^{\prime} d z^{\prime} \frac{1}{4 \pi \varepsilon R} \tag{47}
\end{equation*}
$$

It is important to keep in mind that (47) is inverse to (45) only for the boundary conditions (43). If the boundary conditions are changed, $L^{-1}$ changes. Also, the designation of (45) as $L$ and (47) as $L^{-1}$ is arbitrary, and the notation could be reversed if desired.

A suitable inner product for electrostatic problems is

$$
\begin{equation*}
\langle\phi, \psi\rangle=\iiint \phi(x, y, z) \psi(x, y, z) d x d y d z \tag{48}
\end{equation*}
$$

where the integration is over all space. That (48) satisfies the required postulates (2), (3), and (4) is easily verified. It will now be shown that $L$ is self adjoint for this inner product. From the left-hand side of (7)

$$
\begin{equation*}
\langle L \phi ; \psi\rangle=\iiint\left(-\varepsilon \nabla^{2} \phi\right) \psi d \tau \tag{49}
\end{equation*}
$$

where $d \tau=d x d y d z$. Green's identity is

$$
\begin{equation*}
\iiint_{V}\left(\psi \nabla^{2} \phi-\phi \nabla^{2} \psi\right) d \tau=\oiint_{S}\left(\psi \frac{\partial \phi}{\partial n}-\phi \frac{\partial \psi}{\partial n}\right) d s \tag{50}
\end{equation*}
$$

where $S$ is the surface bounding the volume $V$ and $n$ is the outward direction normal to $S$. Let $S$ be a sphere of radius $r$, so that in the limit $r \rightarrow \infty$ the volume $V$ includes all space. For $\phi$ and $\psi$ satisfying boundary conditions (43), $\psi \rightarrow C_{1} / r$, and $\partial \phi / \partial n \rightarrow C_{2} / r^{2}$ as $r \rightarrow \infty$. Hence, $\psi \partial \phi / \partial n \rightarrow C / r^{3}$ as $r \rightarrow \infty$, and similarly for $\phi \hat{\partial} \psi / \partial n$. Since $d s=r^{2} \sin \theta d \theta d \phi$ increases only as $r^{2}$, the right-hand side of (50) vanishes as $r \rightarrow \infty$. Equation (50) then reduces to

$$
\begin{equation*}
\iiint \psi \nabla^{2} \phi d \tau=\iiint \phi \nabla^{2} \psi d \tau \tag{51}
\end{equation*}
$$

from which it is evident that the adjoint operator $L^{a}$ is

$$
\begin{equation*}
L^{a}=L=-\varepsilon \nabla^{2} \tag{52}
\end{equation*}
$$

Since the domain of $L^{a}$ is that of $L$, the operator $L$ is self adjoint. The concept of self adjointness in this case is related to the physical concept of reciprocity.

It is evident from (45) and (47) that $L$ and $L^{-1}$ are real operators. It will now be shown that they are also positive
definite, that is, they satisfy (8). As discussed in Section II, this need be shown only for $L$ or $L^{-1}$. For $L$, form

$$
\begin{equation*}
\left\langle\phi^{*}, L \phi\right\rangle=\iiint \phi^{*}\left(-\varepsilon \nabla^{2} \phi\right) d \tau \tag{53}
\end{equation*}
$$

and use the vector identity $\phi \nabla^{2} \phi=\nabla \cdot(\phi \nabla \phi)-\nabla \phi \cdot \nabla \phi$ plus the divergence theorem. The result is

$$
\begin{equation*}
\left\langle\phi^{*}, L \phi\right\rangle=\iiint_{V} \varepsilon \nabla \phi^{*} \cdot \nabla \phi d \tau-\oiint_{S} \varepsilon \phi^{*} \nabla \phi \cdot d s \tag{54}
\end{equation*}
$$

where $S$ bounds $V$. Again take $S$ a sphere of radius $r$. For $\phi$ satisfying (43), the last term of (54) vanishes as $r \rightarrow \infty$ for the same reasons as in (50). Then

$$
\begin{equation*}
\left\langle\phi^{*}, L \phi\right\rangle=\iiint \varepsilon|\nabla \phi|^{2} d \tau \tag{55}
\end{equation*}
$$

and, for $\varepsilon$ real and $\varepsilon>0, L$ is positive definite. In this case positive definiteness of $L$ is related to the concept of electrostatic energy.

## VII. Charged Conducting Plate

Consider a square conducting plate 2 a meters on a side and lying on the $z=0$ plane with center at the origin, as shown in Fig. 1. Let $\sigma(x, y)$ represent the surface charge density on the plate, assumed to have zero thickness. The electrostatic potential at any point in space is

$$
\begin{equation*}
\phi(x, y, z)=\int_{-a}^{a} d x^{\prime} \int_{-a}^{a} d y^{\prime} \frac{\sigma\left(x^{\prime}, y^{\prime}\right)}{4 \pi \varepsilon R} \tag{56}
\end{equation*}
$$

where $R=\sqrt{\left(x-x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2}+z^{2}}$. The boundary condition is $\phi=V$ (constant) on the plate. The integral equation for the problem is therefore

$$
\begin{equation*}
V=\int_{-a}^{a} d x^{\prime} \int_{-a}^{a} d y^{\prime} \frac{\sigma\left(x^{\prime}, y^{\prime}\right)}{4 \pi \varepsilon \sqrt{\left(x-x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2}}} \tag{57}
\end{equation*}
$$

$|x|<a,|y|<a$. The unknown to be determined is the charge density $\sigma(x, y)$. A parameter of interest is the capacitance of the plate

$$
\begin{equation*}
C=\frac{q}{V}=\frac{1}{V} \int_{-a}^{a} d x \int_{-a}^{a} d y \sigma(x, y) \tag{58}
\end{equation*}
$$

which is continuous linear functional of $\sigma$.
A straightforward development of a subsection and pointmatching solution [10] will first be given, and later it will be interpreted in terms of more general concepts. Consider the plate divided into $N$ square subsections, as shown in Fig. 1. Define functions

$$
f_{n}=\left\{\begin{array}{l}
1 \text { on } \Delta s_{n}  \tag{59}\\
0 \text { on all other } \Delta s_{m}
\end{array}\right.
$$

and let the charge density be represented by

$$
\begin{equation*}
\sigma(x, y) \approx \sum_{n=1}^{N} \alpha_{n} f_{n} \tag{60}
\end{equation*}
$$



Fig. 1. A square conducting plate.

Substituting (60) into (57) and satisfying the resultant equation at the midpoint $\left(x_{m}, y_{m}\right)$ of each $\Delta s_{m}$, one obtains the set of equations

$$
\begin{equation*}
V=\sum_{n=1}^{N} l_{m n} \alpha_{n}, \quad m=1,2, \cdots, N \tag{61}
\end{equation*}
$$

where

$$
\begin{equation*}
l_{m n}=\int_{\Delta x_{n}} d x^{\prime} \int_{\Delta y_{n}} d y^{\prime} \frac{1}{4 \pi \varepsilon \sqrt{\left(x_{m}-x^{\prime}\right)^{2}+\left(y_{m}-y^{\prime}\right)^{2}}} \tag{62}
\end{equation*}
$$

Note that $l_{m n}$ is the potential at the center of $\Delta s_{m}$ due to a uniform charge density of unit amplitude over $\Delta s_{n}$. A solution to the set (61) gives the $\alpha_{m}$, in terms of which the charge density is approximated by (60). The corresponding capacitance of the plate, approximating (58), is

$$
\begin{equation*}
C \approx \frac{1}{V} \sum_{n=1}^{N} \alpha_{n} \Delta s_{n}=\sum_{m n} l_{n m}^{-1} \Delta s_{n} \tag{63}
\end{equation*}
$$

This result can be interpreted as stating that the capacitance of an object is the sum of the capacitances of all its subsections plus the mutual capacitances between every pair of subsections.

To translate the above results into the language of linear spaces and the method of moments, let

$$
\begin{align*}
f(x, y) & =\sigma(x, y)  \tag{64}\\
g(x, y) & =V, \quad|x|<a, \quad|y|<a  \tag{65}\\
L(f) & =\int_{-a}^{a} d x^{\prime} \int_{-a}^{a} d y^{\prime} \frac{f\left(x^{\prime}, y^{\prime}\right)}{4 \pi \varepsilon \sqrt{\left(x-x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2}}} . \tag{66}
\end{align*}
$$

Then $L(f)=g$ is equivalent to (57). A suitable inner product, satisfying (2) to (4), for which $L$ is self adjoint, is

$$
\begin{equation*}
\langle f, g\rangle=\int_{-a}^{a} d x \int_{-a}^{a} d y f(x, y) g(x, y) \tag{67}
\end{equation*}
$$

To apply the method of moments, use the function (59) as a subsectional basis, and define testing functions as

$$
\begin{equation*}
\boldsymbol{w}_{m}=\delta\left(x-x_{m}\right) \delta\left(y-y_{m}\right) \tag{68}
\end{equation*}
$$

which is the two-dimensional Dirac delta function. Now the elements of the [ $l$ ] matrix (27) are those of (62) and the $[g]$ matrix of (28) is

$$
\left[g_{m}\right]=\left[\begin{array}{c}
V  \tag{69}\\
V \\
\vdots \\
V
\end{array}\right]
$$

The matrix equation (26) is, of course, identical to the set of equations (61). In terms of the inner product (67), the capacitance (58) can be written as

$$
\begin{equation*}
C=\frac{\langle\sigma, \phi\rangle}{V^{2}} \tag{70}
\end{equation*}
$$

since $\phi=V$ on the plate. Equation (7 7 ) is the conventional stationary formula for the capabitance of a conducting body [11].

For numerical results, the $l_{m n}$ of (62) must be evaluated. Let $2 b=2 a / \sqrt{N}$ denote the side length of each $\Delta s_{n}$. The potential at the center of $\Delta s_{n}$ due to unit charge density over its own surface is

$$
\begin{align*}
l_{n n} & =\int_{-b}^{b} d x \int_{-b}^{b} d y \frac{1}{4 \pi \varepsilon \sqrt{x^{2}+y^{2}}} \\
& =\frac{2 b}{\pi \varepsilon} \ln (1+\sqrt{2})=\frac{2 b}{\pi \varepsilon}(0.8814) . \tag{71}
\end{align*}
$$

This derivation uses Dwight 200.01 and 731.2 [12]. The potential at the center of $\Delta s_{m}$ due to unit charge over $\Delta s_{n}$ can be similarly evaluated, but the formula is complicated. For most purposes it is sufficiently accurate to treat the charge on $\Delta s_{n}$ as if it were a point charge, and use
$l_{m n} \approx \frac{\Delta s_{n}}{4 \pi \varepsilon R_{m n}}=\frac{b^{2}}{\pi \varepsilon \sqrt{\left(x_{m}-x_{n}\right)^{2}+\left(y_{m}-y_{n}\right)^{2}}} \quad m \neq n$.
This approximation is 3.8 percent in error for adjacent subsections, and has less error for nonadjacent ones. Table I shows capacitance, calculated by (63) using the $\alpha$ 's obtained from the solution of ( 61 ), for various numbers of subareas. The second column of Table I uses the approximation (72), the third column uses an exact evaluation of the $l_{m n}$. A good estimate of the true capacitance is 40 picofarads. Figure 2 shows a plot of the approximate charge density along the subareas nearest the center line of the plate, for the case $N=100$ subareas. Note that $\sigma$ exhibits the wellknown square root singularity at the edges of the plate.

TABLE I
Capacitance of a Square Plate (Picofarads per Meter)

| No. of subareas | $C / 2 a$ approx. $l_{m n}$ | $C / 2 a$ exact $l_{m n}$ |
| :---: | :---: | :---: |
| 1 | 31.5 | 31.5 |
| 9 | 37.3 | 36.8 |
| 16 | 38.2 | 37.7 |
| 36 | 39.2 | 38.7 |
| 100 |  | 39.5 |

## VIII. Electromagnetic Fields

The operator formulation of electromagnetic fields is analogous to that of electrostatic fields, but considerably more complicated. For the time-harmonic case, $e^{j \omega t}$ variation, the Maxwell equations are ${ }^{3}$

[^3]

Fig. 2. Approximate charge density on subareas closest to the centerline of a square plate.

$$
\begin{align*}
& \nabla \times \boldsymbol{E}=-j \omega \mu \boldsymbol{H} \\
& \boldsymbol{\nabla} \times \boldsymbol{H}=j \omega \varepsilon \boldsymbol{E}+\boldsymbol{J} \tag{73}
\end{align*}
$$

where $\boldsymbol{E}$ is the electric field, $\boldsymbol{H}$ the magnetic field, and $\boldsymbol{J}$ the electric current density. Equations (73) can be combined into a single equation for $E$ as

$$
\begin{equation*}
\frac{-1}{j \omega} \nabla \times\left(\mu^{-1} \nabla \times \boldsymbol{E}\right)-j \omega \varepsilon \boldsymbol{E}=\boldsymbol{J} \tag{74}
\end{equation*}
$$

This is of the form

$$
\begin{equation*}
L(\boldsymbol{E})=\boldsymbol{J} \tag{75}
\end{equation*}
$$

where the operator $L$ is evident from (74). For a specific case, let the permittivity and permeability be that of free space, that is, $\varepsilon=\varepsilon_{0}$ and $\mu=\mu_{0}$. The domain of $L$ must be restricted by suitable differentiability conditions on $E$, and boundary conditions on $E$ must be given. To be specific, let these boundary conditions be the radiation condition, that is, the field must represent outward traveling waves at infinity.

The inverse operator is the well-known potential integral solution to (74), which is

$$
\begin{equation*}
E=L^{-1}(J)=-j \omega A-\nabla \Phi \tag{76}
\end{equation*}
$$

where

$$
\begin{align*}
A(\boldsymbol{r}) & =\mu \iiint J\left(\boldsymbol{r}^{\prime}\right) \frac{e^{-j k\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|}}{4 \pi\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|} d \tau^{\prime}  \tag{77}\\
\Phi(\boldsymbol{r}) & =\frac{1}{\varepsilon} \iiint \rho\left(\boldsymbol{r}^{\prime}\right) \frac{e^{-j k\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|}}{4 \pi\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|} d \tau^{\prime}  \tag{78}\\
\rho & =\frac{-1}{j \omega} \nabla \cdot J . \tag{79}
\end{align*}
$$

These equations can be combined into a single equation

$$
\begin{equation*}
E=L^{-1}(J)=\iiint \Gamma\left(r, r^{\prime}\right) \cdot J\left(r^{\prime}\right) d \tau^{\prime} \tag{80}
\end{equation*}
$$

where $\Gamma$ is the dyadic Green's function. However, the derivation of (80) involves an interchange of integration and differentiation which restricts the domain of $L^{-1}$ more than
necessary [13]. It is often better to consider (76) to (78) as the basic equations, with ( 80 ) as symbolic of them.

A suitable inner product for electromagnetic field problems is

$$
\begin{equation*}
\langle E, \mathbf{J}\rangle=\iiint E \cdot \mathbf{J} d \tau \tag{81}
\end{equation*}
$$

which is the quantity called reaction. Note that (81) satisfies postulates (2), (3), and (4). The concept of reciprocity is a statement of the self-adjointness of $L^{-1}$, that is,

$$
\begin{equation*}
\left\langle L^{-1} J_{1}, J_{2}\right\rangle=\left\langle J_{1}, L^{-1} J_{2}\right\rangle . \tag{82}
\end{equation*}
$$

The operator $L$ is also self adjoint, since (82) can be written as

$$
\begin{equation*}
\left\langle E_{1}, L E_{2}\right\rangle=\left\langle L E_{1}, E_{2}\right\rangle . \tag{83}
\end{equation*}
$$

Other properties of $L$ can be determined as the need arises.

## IX. Wires of Arbitrary Shape

An important engineering problem is the electromagnetic behavior of thin wire objects. A general analysis of such objects according to the method of moments is presented in this section. The impressed field is considered arbitrary, and hence both the antenna and scatterer problems are included in the solution. The distinction between antennas and scatterers is primarily that of the location of the source. If the source is at the object it is viewed as an antenna; if the source is distant from the object it is viewed as a scatterer.

So that the development of the solution may be easily followed, it is given with few references to the general theory. Basically, it involves a) an approximation of the exact equation for conducting bodies by an approximate equation valid for thin wires, b) replacement of the derivatives by finite difference approximations, yielding an approximate operator, c) use of pulse functions for expansion functions, to give a step approximation to the current and charge, and d) the use of point-matching for testing.

A particularly descriptive exposition of the solution can be made in terms of network parameters. To effect a solution, the wire is considered as $N$ short segments connected together. The end points of each segment define a pair of terminals in space. These $N$ pairs of terminals can be thought of as forming an $N$ port network, and the wire object is obtained by short-circuiting all ports of the network. One can determine the impedance matrix for the $N$ port network by applying a current source to each port in turn, and calculating the open circuit voltages at all ports. This procedure involves only current elements in empty space. The admittance matrix is the inverse of the impedance matrix. Once the admittance matrix is known, the port currents (current distribution on the wire) are found for any particular voltage excitation (applied field) by matrix multiplication.

An integral equation for the charge density $\sigma_{s}$ and current $J_{s}$ on a conducting body $S$ in a known impressed field $E^{i}$ is obtained as follows. The scattered field $\boldsymbol{E}^{s}$, produced by $\sigma_{s}$ and $J_{s}$, is expressed in terms of retarded potential in-


Fig. 3. (a) A wire scatterer. (b) The wire axis divided into $N$ segments.
tegrals, and the boundary condition $\boldsymbol{n} \times\left(\boldsymbol{E}^{i}+\boldsymbol{E}^{s}\right)=0$ on $S$ is applied. This is summarized by

$$
\begin{align*}
\boldsymbol{E}^{s} & =-j \omega \boldsymbol{A}-\nabla \phi  \tag{84}\\
\boldsymbol{A} & =\mu \oiint_{S} \boldsymbol{J}_{s} \frac{e^{-j k R}}{4 \pi R} d S  \tag{85}\\
\boldsymbol{\phi} & =\frac{1}{\varepsilon} \oiint_{s} \sigma_{s} \frac{e^{-j k R}}{4 \pi R} d S  \tag{86}\\
\sigma_{s} & =\frac{-1}{j \omega} \nabla_{s} \cdot \boldsymbol{J}_{s}  \tag{87}\\
\boldsymbol{n} & \times \boldsymbol{E}^{s}=-\boldsymbol{n} \times \boldsymbol{E}^{i} \quad \text { on } S . \tag{88}
\end{align*}
$$

Figure 3(a) represents an arbitrary thin-wire scatterer, for which the following approximations are made. a) The current is assumed to flow only in the direction of the wire axis. b) The current and charge densities are approximated by filaments of current $I$ and charge $\sigma$ on the wire axis. c) The boundary condition (88) is applied only to the axial component of $\boldsymbol{E}$ at the wire surface. To this approximation, (84) to (88) become

$$
\begin{align*}
-E_{l}^{i} & =-j \omega A_{l}-\frac{\partial \phi}{\partial l} \text { on } S  \tag{89}\\
A & =\mu \int_{\mathrm{axis}} I(l) \frac{e^{-j k R}}{4 \pi R} d l  \tag{90}\\
\phi & =\frac{1}{\varepsilon} \int_{\mathrm{axis}} \sigma(l) \frac{e^{-j k R}}{4 \pi R} d l  \tag{91}\\
\sigma & =\frac{-1}{j \omega} \frac{d I}{d l} \tag{92}
\end{align*}
$$

where $l$ is the length variable along the wire axis, and $R$ is measured from a source point on the axis to a field point on the wire surface.
A solution to the above equations is obtained as follows. Integrals are approximated by the sum of intergrals over $N$ small segments, obtained by treating $I$ and $q$ as constant over each segment. Derivatives are approximated by finite differences over the same intervals used for integration. Figure 3(b) illustrates the division of the wire axis into $N$ segments, and defines the notation. If a wire terminates, the boundary condition $I=0$ is taken into account by starting the first segment $1 / 2$ interval in from the end of the wire. This is suggested in Fig. 3(b) by the extra $1 / 2$ interval shown
at each end. The $n$th segment is identified by its starting point $\bar{n}$, its midpoint $n$, and its termination $\bar{n}$. An increment $\Delta l_{n}$ denotes that between $\bar{n}$ and $\dot{n}, \Delta \|_{n}^{-}$and $\Delta l_{n}^{+}$denote increments shifted $1 / 2$ segment minus or plus along $l$. The desired approximations for (89) to (92) are then

$$
\begin{align*}
-E_{l}^{i}(m) & \approx-j \omega A_{l}(m)-\frac{\phi\left(m^{+}\right)-\phi(\bar{m})}{\Delta l_{m}}  \tag{93}\\
A(m) & =\mu \sum_{n} I(n) \int_{\Delta l_{n}} \frac{e^{-j k R}}{4 \pi R} d l  \tag{94}\\
\phi\left(\left(^{+}\right)\right. & \approx \frac{1}{\varepsilon} \sum_{n} \sigma\left(\frac{\hbar}{n}\right) \int_{\Delta \Delta_{n}^{+}} \frac{e^{-j k R}}{4 \pi R} d l  \tag{95}\\
\sigma\left(\frac{n}{n}\right) & \approx \frac{-1}{j \omega}\left[\frac{I(n+1)-I(n)}{\Delta l_{n}}\right] \tag{96}
\end{align*}
$$

with equations similar to (95) and (96) for $\phi(\bar{m})$ and $\sigma(\bar{n})$.
The $\sigma$ 's are given in terms of the $\Gamma$ 's by (96), and hence (93) can be written in terms of the $I(n)$ only. One can view the $N$ equations represented by (93) as the equations for an $N$ port network with terminal pairs ( $\bar{n}, \bar{n}$ ). The voltages applied to each port are approximately $\boldsymbol{E}^{\boldsymbol{i}} \cdot \boldsymbol{\Delta \boldsymbol { I } _ { n }}$. Hence, by defining

$$
[I]=\left[\begin{array}{c}
I(1)  \tag{97}\\
I(2) \\
\vdots \\
I(N)
\end{array}\right] \quad[V]=\left[\begin{array}{c}
E^{i}(1) \cdot l_{1} \\
E^{i}(2) \cdot l_{2} \\
\vdots \\
E^{i}(N) \cdot l_{N}
\end{array}\right]
$$

one can rewrite (93) in matrix form as

$$
\begin{equation*}
[V]=[Z][I] . \tag{98}
\end{equation*}
$$

This corresponds to the method of moment representation (26), with $[Z]$ corresponding to $[l],[V]$ to $[g]$, and $[I]$ to $[\alpha]$. The elements of the matrix [ $Z$ ] can be obtained by substituting (94) through (96) into (93) and rearranging into the form of (98). Alternatively, one can apply (93) through (96) to two isolated elements and obtain the impedance elements directly. This latter procedure will be used because it is somewhat easier to follow.


Fig. 4. Two segments of a wire scatterer.
Consider two representative elements of the wire scatterer, as shown in Fig. 4. The integrals in (94) and (95) are of the same form, and are denoted by

$$
\begin{equation*}
\psi(n, m)=\frac{1}{\Delta l_{n}} \int_{\Delta l_{n}} \frac{e^{-j k R_{m n}}}{4 \pi R_{m n}} d l_{n} . \tag{99}
\end{equation*}
$$

Symbols + and - are used over $m$ and $n$ when appropriate. Evaluation of the $\psi$ in general is considered in the Appendix. Let element $n$ of Fig. 4 consist of a current filament $I(n)$, and two charge filaments of net charge

$$
\begin{equation*}
q(\dot{t})=\frac{1}{j \omega} I(n) \quad q(\bar{n})=\frac{-1}{j \omega} I(n) \tag{100}
\end{equation*}
$$

where $q=\sigma \Delta l$. The vector potential at $m$ due to $I(n)$ is, by (94),

$$
\begin{equation*}
A=\mu I(n) \Lambda_{n}^{l} \psi(n, m) . \tag{101}
\end{equation*}
$$

The scalar potentials at $\bar{m}$ and $\bar{m}$ due to the charges (100) are, by (95)

$$
\begin{align*}
& \phi(\stackrel{+}{m})=\frac{1}{j \omega \varepsilon}[I(n) \psi(\stackrel{+}{n}, \stackrel{+}{m})-I(n) \psi(\bar{n}, \stackrel{+}{m})]  \tag{102}\\
& \phi(\bar{m})=\frac{1}{j \omega \varepsilon}[I(n) \psi(\stackrel{+}{n}, \bar{m})-I(n) \psi(\bar{n}, \bar{m})] .
\end{align*}
$$

Substituting from (101) and (102) into (93), and forming $Z_{m n}=E^{i}(m) \cdot \Delta I_{m} / I(n)$, one obtains

$$
\begin{align*}
Z_{m n}= & j \omega \mu \Delta l_{n} \cdot \Delta l_{m} \psi(n, m) \\
& +\frac{1}{j \omega \varepsilon}[\psi(\stackrel{\rightharpoonup}{n}, \stackrel{\rightharpoonup}{m})-\psi(\bar{n}, \stackrel{\rightharpoonup}{m})-\psi(\stackrel{\rightharpoonup}{n}, \bar{m})+\psi(\bar{n}, \bar{m})] . \tag{103}
\end{align*}
$$

This result applies for self impedances ( $m=n$ ) as well as for mutual impedances. When the two current elements are widely separated, a simpler formula based on the radiation field from a current element can be used.

The wire object is completely characterized by its impedance matrix, subject, of course, to the approximations involved. The object is defined by $2 N$ points on the wire axis, plus the wire radius. The impedance elements are calculated by (103), and the voltage matrix is determined by the impressed field, according to (97). The current at $N$ points on the scatterer is then given by the current matrix, obtained from the inversion of (98) as

$$
\begin{equation*}
[I]=[Y][V] \quad[Y]=[Z]^{-1} \tag{104}
\end{equation*}
$$

Once the current distribution is known, parameters of interest such as field patterns, input impedances, echo areas, etc., can be calculated by numerically evaluating the appropriate formulas.

## X. Wire Antennas

A wire antenna is obtained when the wire is excited by a voltage source at one or more points along its length. Hence, for an antenna excited in the $n$th interval, the applied voltage matrix (97) is

$$
\left[V^{s}\right]=\left[\begin{array}{c}
0  \tag{105}\\
\vdots \\
V_{n} \\
\vdots \\
\dot{0}
\end{array}\right]
$$

i.e., all elements zero except the $n$ th, which is equal to the source voltage. The current distribution is given by (104), which for the [ $V$ ] of (105) becomes

$$
[I]=V_{n}\left[\begin{array}{c}
Y_{1 n}  \tag{106}\\
Y_{2 n} \\
\vdots \\
Y_{N n}
\end{array}\right]
$$

Hence, the $n$th column of the admittance matrix is the current distribution for a unit voltage source applied to the $n$th interval. Inversion of the impedance matrix therefore gives simultaneously the current distributions when the antenna is excited in any arbitrary interval along its length. The diagonal elements $Y_{n n}$ of the admittance matrix are the input admittances of the wire object fed in the $n$th interval, and the $Y_{m n}$ are the transfer admittances between a port in the $m$ th interval and one in the $n$th interval.

The radiation pattern of a wire antenna is obtained by treating the antenna as an array of $N$ current elements $I(n) \Delta \boldsymbol{U}_{n}$. By standard formulas, the far-zone vector potential is given by

$$
\begin{equation*}
A=\frac{\mu e^{-j k r_{0}}}{4 \pi r_{0}} \sum_{n} I(n) \Delta l_{n} n^{j k r_{n} \cos \xi_{n}} \tag{107}
\end{equation*}
$$

where $r_{0}$ and $r_{n}$ are the radius vectors to the distant field point and to the source points, respectively, and $\xi_{n}$ are the angles between $\boldsymbol{r}_{0}$ and $\boldsymbol{r}_{\boldsymbol{n}}$. The far-zone field components are

$$
\begin{equation*}
E_{\theta}=-j \omega A_{\theta} \quad E_{\phi}=-j \omega A_{\phi} \tag{108}
\end{equation*}
$$

where $\theta$ and $\phi$ are the conventional spherical coordinate angles.


Fig. 5. A wire antenna and distant dipole.
An alternative derivation of the radiation pattern can be obtained by reciprocity. Figure 5 represents a distant current element $\boldsymbol{I}_{r}$ (subscripts $r$ denote "receiver"), adjusted to produce the unit plane wave

$$
\begin{equation*}
\boldsymbol{E}^{r}=\boldsymbol{u}_{r} e^{-j \boldsymbol{k}_{r} \cdot \boldsymbol{r}_{n}} \tag{109}
\end{equation*}
$$

in the vicinity of the antenna. Here $\boldsymbol{u}_{r}$ is a unit vector specifying the polarization of the wave, $\boldsymbol{k}_{r}$ is a wave number vector pointing in the direction of travel of the wave, and $\boldsymbol{r}_{n}$ is the radius vector to a point $n$ on the antenna. By reciprocity,

$$
\begin{equation*}
E_{r}=\frac{1}{I} \int_{\mathrm{antenna}} E^{r} \cdot I d l \tag{110}
\end{equation*}
$$

where $E_{r}$ is the $\boldsymbol{u}_{\mathrm{r}}$ component of $\boldsymbol{E}$ from the antenna, and $I$ is the current on the antenna. The constant $1 / I l$ is that needed to produce a plane wave of unit amplitude at the origin, which is

$$
\begin{equation*}
\frac{1}{\bar{l}}=\frac{\omega \mu e^{-j k r_{0}}}{j 4 \pi r_{0}} \tag{111}
\end{equation*}
$$

A numerical approximation to (110) is obtained by defining a voltage matrix

$$
\left[V^{r}\right]=\left[\begin{array}{c}
E^{r}(1) \cdot \Delta \boldsymbol{l}_{1}  \tag{112}\\
\boldsymbol{E}^{r}(2) \cdot \Delta \boldsymbol{l}_{2} \\
\vdots \\
\boldsymbol{E}^{r}(N) \cdot \Delta \boldsymbol{l}_{N}
\end{array}\right]
$$

where $E^{r}$ is given by (109), and expressing (110) as the matrix product

$$
\begin{equation*}
E_{r}=\frac{\omega \mu e^{-j k r_{0}}}{j 4 \pi r_{0}}\left[\tilde{V}^{r}\right][I]=\frac{\omega \mu e^{-j k r_{0}}}{j 4 \pi r_{0}}\left[\tilde{V}^{r}\right][Y]\left[V^{s}\right] \tag{113}
\end{equation*}
$$

where $[\tilde{V}]$ denotes the transpose of $[V]$. Note that $\left[V^{r}\right]$ is the same matrix for plane-wave excitation of the wire. Equation (113) remains valid for an arbitrary excitation [ $V^{s}$ ]; it is not restricted to the single source excitation (105).

The power gain pattern for the $u_{r}$ component of the radiation field is given by

$$
\begin{equation*}
g(\theta, \phi)=\frac{4 \pi r_{0}^{2}}{\eta} \frac{\left|E_{r}(\theta, \phi)\right|^{2}}{P_{\mathrm{in}}} \tag{114}
\end{equation*}
$$

where $\eta=\sqrt{\mu / \varepsilon}$ is the intrinsic impedance of space, and $P_{\text {in }}$ is the power input to the antenna ( ${ }^{*}$ denotes conjugate)

$$
\begin{equation*}
P_{\text {in }}=\operatorname{Re}\left\{\left[\tilde{V}^{s}\right]\left[I^{*}\right]\right\}=\operatorname{Re}\left\{\left[\tilde{V}^{s}\right]\left[Y^{*}\right]\left[V^{s *}\right]\right\} . \tag{115}
\end{equation*}
$$

For the special case of a single source, (105), $P_{\text {in }}$ becomes simply $\operatorname{Re}\left(\left|V_{n}\right|^{2} Y_{n n}\right)$. Using (113) and (115) in (114), one has

$$
\begin{equation*}
g(\theta, \phi)=\frac{\eta k^{2}}{4 \pi} \frac{\left|\left[\tilde{V}^{r}(\theta, \phi)\right][Y]\left[V^{s}\right]\right|^{2}}{\operatorname{Re}\left\{\left[\tilde{V}^{s}\right]\left[Y^{*}\right]\left[V^{s *}\right]\right\}} \tag{116}
\end{equation*}
$$

where [ $V^{r}(\theta, \phi)$ ] is given by (112) for various angles of incidence $\theta, \phi$. Equation (116) gives the gain pattern for only a single polarization of the radiation field. If the total power gain pattern is desired, the $g$ 's for two orthogonal polarizations may be added together.

Computations for linear wire antennas have been made using the formulas of this section, and good results obtained. For far-field quantities, such as radiation patterns, as few as 10 segments per wavelength give accurate results. (Radiation patterns are continuous linear functionals, that is, they depend on the weighted integral of the antenna current.) For the current itself, convergence was slower. A typical result for a half-wave antenna was about four percent change in going from 20 to 40 segments, less for other lengths. Faster convergence can be obtained by going from a step approximation to a piecewise-linear approximation to the current. This modification was used for most of the computations, of which Fig. 6 is typical. It shows the input admittance to a center-fed linear antenna with length-todiameter ratio $74.2(\Omega=2 \log L / a=10)$ using 32 segments. ${ }^{4}$

[^4]

Fig. 6. Input admittance for a center-fed linear antenna of length $L$ and diameter $L / 72.4$.

For the points tested, it was almost identical to the 64 segment solution using (103). It is compared to the secondorder variational solution of Y. Y. Hu [14], and to the second iteration of Hallén's equation by King and Middleton [15]. The conductances are in close agreement except for Hu's solution $L>1.3 \lambda$, in which case her trial functions are inadequate. The input susceptances are in poorer agreement, which is to be expected because each solution treats the gap differently. The matrix solution of this paper treats it as if it were one segment in length. Hu's solution contains no trial function which can support a singularity in current at the gap, hence gives a low gap capacitance. The KingMiddleton method is an iterative procedure, and hence $B$ depends on the number of iterations. Many more computations, as well as a description of the piecewise-linear modification for the current, can be found in the original report [16].

## XI. Wire Scatterers

Consider now the field scattered by a wire object in a plane wave incident field. Figure 7 represents a scatterer and two distant current elements, $I_{\mathrm{r}}$ at the transmitting point, $\boldsymbol{r}_{t}$, and $I l_{r}$ at the receiving point $\boldsymbol{r}_{r}$. The $I l_{t}$ is adjusted to produce a unit plane wave at the scatterer

$$
\begin{equation*}
\boldsymbol{E}^{t}=\boldsymbol{u}_{\mathbf{t}} e^{-j \boldsymbol{k}_{t} \cdot \boldsymbol{r}_{n}} \tag{117}
\end{equation*}
$$



Fig. 7. Definitions for plane-wave scattering.
where the notation is analogous to that of (109). The voltage excitation matrix (97) is then

$$
\left[V^{t}\right]=\left[\begin{array}{c}
\boldsymbol{E}^{t}(1) \cdot \Delta l_{1}  \tag{118}\\
\boldsymbol{E}^{t}(2) \cdot \Delta l_{2} \\
\vdots \\
\boldsymbol{E}^{t}(N) \cdot \Delta l_{N}
\end{array}\right]
$$

and the current $[I]$ is given by (104) with $[V]=\left[V^{t}\right]$. The field produced by [I] can then be found by conventional techniques.

The distant scattered field can also be evaluated by reciprocity, the same in the antenna case. A dipole $I I_{r}$ at the receiving point is adjusted to produce the unit plane wave (109) at the scatterer. The scattered field is then given by (113) with [ $\left.V^{s}\right]$ replaced by [ $\left.V^{t}\right]$, that is,

$$
\begin{equation*}
E_{r}=\frac{\omega \mu e^{-j k r_{r}}}{j 4 \pi r_{r}}\left[\tilde{V}^{r}\right][Y]\left[V^{\prime}\right] . \tag{119}
\end{equation*}
$$

A parameter of interest is the bistatic scattering cross section $\sigma$, defined as that area for which the incident wave contains sufficient power to produce the field $E_{r}$ by omnidirectional radiation. In equation form, this is

$$
\begin{align*}
\sigma & =4 \pi r_{r}^{2}\left|E_{r}\right|^{2} \\
& =\frac{\eta^{2} k^{2}}{4 \pi}\left|\left[\tilde{V}^{r}\right][Y]\left[V^{\prime}\right]\right|^{2} . \tag{120}
\end{align*}
$$

For the monostatic cross section, set $\left[V^{\prime}\right]=\left[V^{\prime}\right]$ in (120). The cross section depends on the polarization of the incident wave and of the receiver. A better description of the scatterer can be made in terms of a scattering matrix.
Another parameter of interest is the total scattering cross section $\sigma_{t}$, defined as the ratio of the total scattered power to the power density of the incident wave. The total power radiated by [I] is given by (115) for any excitation; therefore the scattered power is given by (115) with [ $V^{s}$ ] replaced by [ $V^{\prime}$ ]. The incident power density is $1 / \eta$, hence

$$
\begin{equation*}
\sigma_{\mathbf{t}}=\eta \operatorname{Re}\left[\tilde{V}^{t}\right]\left[Y^{*}\right]\left[V^{* *}\right] . \tag{121}
\end{equation*}
$$

Note that $\sigma_{t}$ is dependent on the polarization of the incident wave.
Computations for linear wire scatterers have been made using the same [ $Y$ ] matrix as for antennas. Again far-field quantities, such as echo areas, converged rapidly, with good results obtained with as few as 10 segments per wavelength. Computation of the current converged less rapidly than farfield quantities, but more rapidly than did computation of the current on antennas. This is because the impressed field


Fig. 8. Echo area of a wire scatterer of length $L$ and diameter $L / 72.4$, broadside incidence.
$E^{i}$ for plane-wave scattering is a well-behaved function, compared with the impulsive impressed field of the antenna problem. Figure 8 shows the echo area for the same wire as was used for an antenna in Fig. 6. Hence, length-to-diameter ratio is 74.2 , and a 32 segment piecewise-linear current approximation was used. It is compared to Hu's secondorder variational solution [14]. Again good agreement is obtained in the range $L<1.3 \lambda$, for which Hu's trial functions are adequate, and a slight discrepancy shows up for $L>1.3 \lambda$. Additional computations for linear wire scatterers are given in the original report [16].

## XII. Discussion

The method of reducing a functional equation to a matrix equation, and then inverting the matrix for a solution, is particularly well suited to machine computation. Furthermore, the inverted matrix is a representation of the system for arbitrary excitation, hence all responses are solved for at once. As demonstrated by the treatment of wire objects of arbitrary shape, one can also obtain solutions for classes of systems.

In electromagnetic theory, the interpretation of the solution in terms of generalized network parameters is quitegeneral, and applies to bodies of arbitrary shape and arbitrary material. This generalization has been discussed in another paper [17]. The network representation is also useful for the treatment of loaded bodies, both with lumped loads [18] and with continuous loading. Examples of continuously loaded bodies are dielectric coated conductors, magnetic coated conductors, and imperfect conductors.

The solution for wires of arbitrary shape, Section IX, is a first-order solution to the appropriate integrodifferential
equation. Higher-order solutions can be obtained by using better-behaved expansion and/or testing functions, and by taking into account the curvature of the wire within the elementary segments. For a general solution, it appears to be more convenient to use a numerical procedure than an analytical procedure. This numerical procedure can be implemented by further subdividing each wire segment, and summing the contributions from the finer subdivisions to obtain the elements of $[Z]$.

As the order of solution is increased, much of the complication comes from the treatment of singularities. The derivative of the current (i.e., charge) is discontinuous at wire ends and at any voltage source along the wire. In the first-order solution this problem has not been accurately treated, and computations appear to justify that this procedure is permissible. For example, at the end of a wire the solution (103) treats the charge as an equivalent line segment extending $1 / 2$ interval beyond the current. The actual charge is singular (or almost so), and could be treated by a special subroutine. While this modification is simple, a similar modification for voltage sources along the wire is not practicable for a general program. This is because the impedance matrix would then depend on the location of the source instead of being a characteristic of the wire object alone. On the basis of experience, it appears that a first-order solution with no special treatment of singularities is adequate for most engineering purposes. This is particularly true for far-zone quantities, such as radiation patterns and echo areas, which are relatively insensitive to small errors in the current distribution.

A number of other electromagnetic field problems have been treated in the literature by procedures basically the same as the method of moments with point matching. Some of these problems are scattering by conducting cylinders [19], [20], scattering by dielectric cylinders [21], [22], and scattering by bodies of revolution [23]. Also available in the literature is an alternative treatment of linear wire scatterers, using sinusoidal expansion functions [24], and an alternative treatment of wire antennas of arbitrary shape, using an equation of the Hallén type [25].

## Appendix-Evaluation of $\psi$

An accurate evaluation of the scalar $\psi$ function of (99) is desired. Let the coordinate origin be located at the point $n$, and the path of integration lie along the $z$ axis. Then

$$
\begin{equation*}
\psi(m, n)=\frac{1}{8 \pi \alpha} \int_{-z}^{z} \frac{e^{-j k R_{m n}}}{R_{m n}} d z^{\prime} \tag{122}
\end{equation*}
$$

where

$$
\begin{align*}
2 \alpha & =\Delta l_{n}  \tag{123}\\
R_{m n} & = \begin{cases}\sqrt{\rho^{2}+\left(z-z^{\prime}\right)^{2}} & m \neq n \\
\sqrt{a^{2}+\left(z^{\prime}\right)^{2}} & m=n\end{cases} \tag{124}
\end{align*}
$$

and $a=$ wire radius. The geometry for these formulas is given in Fig. 9.

One approximation to the $\psi$ 's can be obtained by expanding the exponential in a Maclaurin series, giving


Fig. 9. Geometry for evaluating $\psi(m, n)$.

$$
\begin{equation*}
\psi=\frac{1}{8 \pi \alpha} \int_{-x}^{\alpha}\left(\frac{1}{R_{m n}}-j k-\frac{k^{2}}{2} R_{m n}+\cdots\right) d z^{\prime} \tag{125}
\end{equation*}
$$

The first term is identical with the static potential of a filament of charge. The second term is independent of $R_{m n}$. Hence, a two-term approximation of (122) is
$\psi(m, n) \approx \frac{1}{8 \pi \alpha} \log \left[\frac{z+\alpha+\sqrt{\rho^{2}+(z+\alpha)^{2}}}{z-\alpha+\sqrt{\rho^{2}+(z-\alpha)^{2}}}\right]-\frac{j k}{4 \pi}$.
If $r=\sqrt{\rho^{2}+z^{2}}$ is large and $\alpha \ll \lambda$, then

$$
\begin{equation*}
\psi(m, n) \approx \frac{e^{-j k r}}{4 \pi r} \tag{127}
\end{equation*}
$$

For a first-order solution, one can take (126) as applying for small $r$, say $r \leq 2 \alpha$, and (127) for large $r$, say $r>2 \alpha$.

For higher-order approximations, more rapid convergence can be obtained by taking a phase term $e^{-j i t r}$ out of the integrand. Then

$$
\begin{align*}
\psi & =\frac{e^{-j k r}}{8 \pi \alpha} \int_{-\alpha}^{\alpha} \frac{e^{-j k\left(R_{m n}-r\right)}}{R_{m n}} d z^{\prime} \\
& =\frac{e^{-j k r}}{8 \pi \alpha} \int_{-\alpha}^{\alpha}\left(\frac{1}{R_{m n}}-\frac{j k\left(R_{m n}-r\right)}{R_{m n}}\right. \\
& \left.\quad-\frac{k^{2}\left(R_{m n}-r\right)^{2}}{2 R_{m n}}+\cdots\right) d z^{\prime} \tag{128}
\end{align*}
$$

Term by term integration gives

$$
\begin{align*}
\psi(m, n)= & \frac{e^{-j k r}}{8 \pi \alpha}\left[I_{1}-j k\left(I_{2}-r I_{1}\right)-\frac{k^{2}}{2}\left(I_{3}-2 r I_{2}+r^{2} I_{1}\right)\right. \\
& \left.+j \frac{k^{3}}{6}\left(I_{4}-3 r I_{3}+3 r^{2} I_{2}-r^{3} I_{1}\right)+\cdots\right] \tag{129}
\end{align*}
$$

where
$I_{1}=\log \left[\frac{z+\alpha+\sqrt{\rho^{2}+(z+\alpha)^{2}}}{z-\alpha+\sqrt{\rho^{2}+(z-\alpha)^{2}}}\right]$
$I_{2}=2 \alpha$

$$
\begin{align*}
I_{3}= & \frac{\alpha+z}{2} \sqrt{\rho^{2}+(\alpha+z)^{2}}+\frac{\alpha-z}{2} \sqrt{\rho^{2}+(z-\alpha)^{2}} \\
& +\frac{\rho^{2}}{2} I_{1}  \tag{132}\\
I_{4}= & 2 \alpha \rho^{2}+\frac{2 \alpha^{3}+6 \alpha z^{2}}{3} . \tag{133}
\end{align*}
$$

An expansion of the type (129) is theoretically valid for all $r$, but it fails numerically for large $r$ because it involves subtractions of almost equal numbers. For $\rho<a$, one should set $\rho=a$ in the expansion.

An expression suitable for large $r$ is obtained by expanding (122) in a Maclaurin series in $z^{\prime}$ as
$\psi=\frac{1}{8 \pi \alpha} \int_{-\alpha}^{x}\left[f(0)+f^{\prime}(0) z^{\prime}+\frac{1}{2!} f^{\prime \prime}(0)\left(z^{\prime}\right)^{2}+\cdots\right] d z^{\prime}$
where

$$
f\left(z^{\prime}\right)=\frac{e^{-j k \sqrt{\rho^{2}+\left(z-z^{\prime}\right)^{2}}}}{\sqrt{\rho^{2}+\left(z-z^{\prime}\right)^{2}}} .
$$

When a five-term expansion of (134) is integrated term by term, there results
$\psi=\frac{e^{-j k r}}{4 \pi r}\left[A_{0}+j k \alpha A_{1}+(k \alpha)^{2} A_{2}+j(k \alpha)^{3} A_{3}+(k \alpha)^{4} A_{4}\right]$
where

$$
\begin{align*}
A_{0}= & 1+\frac{1}{6}\left(\frac{\alpha}{r}\right)^{2}\left[-1+3\left(\frac{z}{r}\right)^{2}\right] \\
& +\frac{1}{40}\left(\frac{\alpha}{r}\right)^{4}\left[3-30\left(\frac{z}{r}\right)^{z}+35\left(\frac{z}{r}\right)^{4}\right] \\
A_{1}= & \frac{1}{6}\left(\frac{\alpha}{r}\right)\left[-1+3\left(\frac{z}{r}\right)^{2}\right] \\
& +\frac{1}{40}\left(\frac{\alpha}{r}\right)^{3}\left[3-30\left(\frac{z}{r}\right)^{2}+35\left(\frac{z}{r}\right)^{4}\right] \\
A_{2}= & -\frac{1}{6}\left(\frac{z}{r}\right)^{2}-\frac{1}{40}\left(\frac{\alpha}{r}\right)^{2}\left[1-12\left(\frac{z}{r}\right)^{2}+15\left(\frac{z}{r}\right)^{4}\right] \\
A_{3}= & \frac{1}{60}\left(\frac{\alpha}{r}\right)\left[3\left(\frac{z}{r}\right)^{2}-5\left(\frac{z}{r}\right)^{4}\right] \\
A_{4}= & \frac{1}{120}\left(\frac{z}{r}\right)^{4} . \tag{136}
\end{align*}
$$

For accuracy of better than one percent, one can use (129) for $r<10 \alpha$ and (135) for $r \geq 10 \alpha$.

An alternative derivation of the type of (135) can be obtained as follows. For $r>z^{\prime}$, one has the expansion

$$
\begin{equation*}
\frac{e^{-j k R_{m n}}}{-j k R_{m n}}=\sum_{n=0}^{\infty}(2 n+1) j_{n}\left(k z^{\prime}\right) h_{n}^{(2)}(k r) P_{n}\left(\frac{z}{r}\right) \tag{137}
\end{equation*}
$$

where $j_{n}$ are the spherical Bessel functions of the first kind, $h_{n}^{(2)}(k r)$ are the spherical Hankel functions of the second kind, and $P_{n}(z / r)$ are the Legendre polynomials. If (137) is substituted into (122) and integrated term by term, there results

$$
\begin{equation*}
\psi(m, n)=\frac{1}{4 \pi j} \sum_{n=0}^{\infty} b_{n} h_{n}^{(2)}(k r) P_{n}\left(\frac{z}{r}\right) \tag{138}
\end{equation*}
$$

where

$$
\begin{equation*}
b_{n}=\frac{2 n+1}{2 \alpha} \int_{-k x}^{k x} j_{n}(x) d x \tag{139}
\end{equation*}
$$

Equation (138) can be rearranged into the form of (135), although the recurrence formulas for $h_{n}^{(2)}$ and $P_{n}$ make computation directly from (138) almost as easy.
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# Digital Filter Design Techniques in the Frequency Domain 

CHARLES M. RADER, MEMBER, IEEE, AND BERNARD GOLD


#### Abstract

Digital filtering is the process of spectrum shaping using digital components as the basic elements. Increasing speed and decreasing size and cost of digital components make it likely that digital filtering, already used extensively in the computer simulation of analog filters, will perform, in real-time devices, the functions which are now performed almost exclusively by analog components. In this paper, using the z-transform calculus, several digital filter design techniques are reviewed, and new ones are preseated. One technique can be used to design a digital filter whose impulse response is like that of a given analog filter; other techniques are suitable for
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the design of a digital filter meeting frequency response criteria. Another technique yields digital filters with linear phase, specified frequency response, and controlled impalse response daration. The effect of digital arithmetic on the behavior of digital filters is also considered.

## Section I

## A. Introduction

DIGITAL FILTERING is the process of spectrum shaping using digital hardware as the basic building block. Thus the aims of digital filtering are the same as those of continuous filtering, but the physical realization
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[^1]:    ${ }^{1}$ The usual definition of inner product in Hilbert space corresponds to $\left\langle f^{*}, g\right\rangle$ in our notation. For this paper it is more convenient to show the conjugate operation explicitly wherever it occurs, and to define the adjoint operator without conjugation.

[^2]:    ${ }^{2}$ See, for example, Friedman [2], ch. 3.

[^3]:    ${ }^{3}$ Only the case of electric sources is considered in this paper. The more general case of electric and magnetic sources is treated by the reaction concept [8], [9].

[^4]:    ${ }^{4}$ Because of the extra $1 / 2$ interval at each wire end, this corresponds to an $N=31$ solution.

